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I’d like to primarily credit the entirety of Rowlinson and Swinton’s Liquids
and Liquid Mixtures[1] text for informing me about the thermodynamics and sta-
tistical mechanics of fluid mixtures and chapters 7 and 8 of Frenkel and Smit’s
Understanding Molecular Simulation[2] for an introduction to basic methods for
sampling phase coexistence. The notation attempts to be as faithful as possible to
that used by Rowlinson and Swinton, and that used by Benjamin Widom.

1 Background and motivation
Certain compositions of lipid bilayers can spontaneously experience a liquid-
liquid phase coexistence often referred to as lipid phase separation lipid, lipid
domain formation, or lipid raft formation. Lipid bilayers can be composed of lit-
erally hundreds of different lipids and protein, and so very simplified mixtures
that exhibit lipid phase separation have been used to understand these phase sepa-
rations. Phase diagrams of ternary lipid bilayer mixtures have been estimated via
fluorescence,[3, 4, 5, 6, 7, 8] and x-ray scattering [9, 10, 11] measurements.

The most commonly considered lipid phase separation involve the formation
of a liquid ordered (Lo) phase which coexists with a liquid disordered (Ld) phase,
which differ in chemical composition. Lo domains consist of saturated lipids, Ld

domains consist of unsaturated lipids, and Lo domains contain more cholesterol
(CHOL) than Ld domains. These past works have identified that lipid mixtures
phase separate in a concave region of the composition space, defined by mole frac-
tions of each molecular species in the membrane, resulting in a general concept
of bilayer phase diagrams at physiological temperature which visually presented
in Fig. 1.
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Figure 1: (A) Derivative of chemical potential in system composition, showing a
liquid-liquid phase transition. The red line corresponds to a tie-line, for which the
difference in chemical potentials of Lo and Ld phases are equal. (B) Hypothetical
phase diagram of a phase-separating ternary mixture, demonstrating the shape
change of the binodal and spinodal as dependent on temperature and composition,
as well as hypothetical tie lines and plait points (where tie lines just become a
point). (C) Illustrations of lack of phase coexistance, unstable phase coexistance,
and metastable phase coexistance.
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The aforementioned work with fluorescence techniques all use fluorescence
probes which can only label one chemical species in the membrane, not the Lo

state itself. Additionally, these fluorescence methods have a limited resolution of
about ∼25 nm. Experiments employing x-ray scattering experiments have expe-
rienced substantial difficulty in obtaining spectra in which amounts of each phase
are easily separated, and have sometimes been interpreted using previous, fluores-
cence experiments to attempt to inform their analysis.

Aside from somewhat arbitrary definitions of phase transition temperatures,
the liquid phase separation phase transition in lipid membranes has only directly
been quantified via fluorescence experiments at compositions near an apparent
“plait” point (Fig 1.B).[12] In this work, the authors attempt to charachterize
the phase transition by interpreting their measurements as if the system were a
2D ising model, and along the way make two major assumptions: (1) That the
Onsager’s direct relation between correlation length (ξ) and the line tension (λ)
applies here as if this were a 2D ising model and (2) that the γ critical exponent
(describing −(∂p/∂V)T above Tc) is the same as in the ising model (γ = 7/4). They
show that a measurement interpreted to be similar to the 2D Ising model spin pair
correlation function appears to conveniently collapse to γ = 7/4, however, mixture
liquid-liquid phase separations quantified directly using thermodynamic variables
have not generally been reported to behave the same as the 2D Ising model, for
example, the γ exponent being 1, 5/4, or 6/4.[1]

These authors later inferred the dynamical critical exponents not by direct de-
termination of exponents from measuring thermodynamic variables, but by trying
to convert fluorescence signals which give information about the state of mix-
ing of one molecular species to 2D conserved spin models following Kawasaki
dynamics.[13]

However, just looking at the lateral composition of one molecular species in
the membrane is far from sufficient for understanding phase coexistence in lipid
membranes. Very recently, in mixtures which do not exhibit this kind of spatially-
separated liquid-liquid phase coexistance, Javanainen et. al.[14] and Katira et.
al.[15] have demonstrated via atomistic and coarse-grained simulations that dif-
ferent liquid phases can coexist in pure lipid membranes at physiological tem-
perature. In addition to this, we recently have shown that in systems which
are too small to experience spatial phase separation on the ∼25 nm scale still
have some amount of Lo phase coexisting with Ld phases,[16] and we have ob-
served that a newly observed liquid “cholesteric” phase can form on nanome-
ter scale (manuscript in preparation). These very recent works have shown that
experimentally-obtained concepts of lipid phases can break down on the nanome-
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ter scale, where phase coexistance can still very much influence the environment
in which membrane proteins exist.

Because the time scale and system sizes necessary for observing the formation
of some lipid phase separations are so large, we currently can not use conventional
MD to get near equilibrium for these mixtures without prior information. Methods
that enhance lipid diffusion have made some strides forward, but fail to achieve a
large enough enhancement to reach equilibrium.[17, 18, 19] Additionally, a semi-
grand ensemble method developed in the group of James Kindt around 2006[20,
21, 22] cannot truly determine phase co-existance of ternary mixtures, because it
only swapped the identities of lipids (not cholesterol) and not phases. As we will
discuss later, proper semigrand ensemble simulations are extremely expensive to
perform.

2 Phase coexistence
Phase coexistence is the case where two or more phases of a system (not neces-
sarily separated by a easily-defined interface) all have the same chemical potential
(µ), temperature (T ), and pressure (p) (e.g. (µ,T, p)I = (µ,T, p)II = (µ,T, p)III).
Typically, when we consider an experiment in the lab or on the computer, T and
p are equal throughout the system, and so differences in µ are the chief way by
which phases are defined. µi is defined as change in energy of a phase in response
to the change in the number of components in the phase by

µi =

(
∂U
∂Ni

)
S ,V,N j,i

=

(
∂G
∂Ni

)
T,P,N j,i

=

(
∂H
∂Ni

)
S ,P,N j,i

=

(
∂A
∂Ni

)
T,V,N j,i

, (1)

where the i phase is changing in number of components. This means that, as a
system equilibrates, µ can be thought of as the gradient which molecular com-
ponents follow to change phases, resulting in a ∆µ = 0 between all phases once
equilibrium has been achieved, assuming there are any coexisting phases left by
the end of this process.

Chemical potentials for real molecules are considered in terms of the excess
beyond that of ideal molecules by

µi(p,T, Xi) = µi(p,T )o + RT ln(ai), (2)
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where ai is the thermodynamic activity of phase i and µi(p,T )o is the chemical
potential of a phase of ideal molecules. ai = Xiγi, where Xi is the fraction of the
system in phase i and γi is the activity coefficient of phase i.

Following the change of potential with change in molar fraction (molecular
composition) or phase fraction, is the obvious, and in context of thermodynamic
theory, most correct way to evaluate the coexistence of phases and draw phase
diagrams.

To express the fraction of phases present in a two-phase coexistence on phase
diagrams, tie lines are used as a visual representation. Tie lines define the amount
of each of the two phases present within a system via the “lever rule”, visually
demonstrated in Fig 2. Tie lines can represent a curved, rather than simply flat
surface as they orthogonally intersect both sides of the spinodal when connecting
two compositions on the binodal.

CHOL

DPPC DIPC

X1 = 1 X1 = 0
X2 = 0 X2 = 1

Xi ≡ fraction of phase i 
in the system

X1 + X2 = 1

Lever Rule
c =  c1X1 + c2X2 

c1 c2

X1 = (c - c2) / (c1 - c2)
X2 = (c1 - c) / (c1 - c2)

c
X2  = 1/3 X1  = 2/3

(A) (B)

(C)

Figure 2: (A) “Flat” view of the ternary phase diagram imagined in Fig 1.B, show-
ing several example tie lines, and a blue star for the example composition in (C).
(B) The lever rule. (C) Example of the lever rule for a tie line connecting two
compositions where c is one-third the distance from c1 to c2, corresponding to the
blue star in (A).

3 Obtaining the chemical potential via Statistical Me-
chanics

As stated earlier, phase coexistence is most correctly characterized by measuring
the µ of each phase present in the system, that µ is defined by changes in the
energy with changes in the number of molecules, and that we measure µ as an
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“excess” of chemical potential above what is expected of ideal molecules (Eq.
2). Benjamin Widom derived how this excess µ can be obtained in statistical me-
chanics in 1963,[23] developing what he called “Potential Distribution Theory,”
for which he provided an updated discussion in 1982.[24] Slightly modifying his
equations to make our later discussion clearer, the canonical partition function of
N particles, QN , is written as

QN =
1

N!

∫
V
...

∫
V

e−UNβdτ1...dτN (3)

where β = 1
kBT , the thermodynamic beta, UN is the potential energy of the system,

and dτ are infinitesimal elements of volume of each particle. To a system, a N+1th

“test” particle can be inserted, described by the QN+1 partition function

QN+1 =
1

(N + 1)!

∫
V
...

∫
V

e−(UN+Ψ)βdτ1...dτN+1 (4)

where Ψ is the interaction energy of the inserted particle with the rest of the sys-
tem. Eq. 4 can be redefined

QN+1 =
1

(N + 1)!
V(N)!QN

〈
e−Ψβ

〉
(5)

where < ... > is the ergodically sampled average of insertions to the ensemble
of configurations of the system at equilibrium, independent of the influence the
N+1th particle would have if it were truly part of the system. It should be obvious
that the chemical potential can then be written as µ = −kBT (QN+1/QN), given its
definition in Eq. 1. We can separate the ideal and excess parts of µ by taking a
few steps, starting with

QN+1/QN =
V

N + 1

〈
e−Ψβ

〉
= ρN+1

〈
e−Ψβ

〉
, (6)

where ρN+1 is the density of the system after insertion of the test particle. We can
take the of log this, and then multiply by −kBT obtaining

µ = −kBT ln (QN+1/QN) = −kBT ln (ρN+1) − kBT ln
〈
e−Ψβ

〉
, (7)
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where −kBT ln (ρN+1) is chemical potential of an ideal mixture (µid), which can be
determined analytically. This means that µex = −kBT ln

〈
e−Ψβ

〉
, the excess chemi-

cal potential.
Widom also adapted this treatment to spatially inhomogenous systems, such

that the chemical potential is written as dependent on position, ~r.[24] All of the
computational methods devised for determining phase coexistence are based in
these concepts developed by Widom and his predecessors, such as John G. Kirk-
wood who very nearly almost exactly presented Widom’s theorem in 1935.[25]

4 Classic simulation methods for efficient determi-
nation of phase diagrams

Because of experimental short-comings in directly evaluating phase coexistence,
a vast number of theoretical studis and models have been developed to try to un-
derstand the phase coexistence and character of phase transitions mixtures of two-
three- and more numbers of components. In the case of lipid membranes, we are
considering coexistence between at least two liquid phases in a system composted
of at least three components... however phase diagrams are much easier to de-
termine when there is a single component in the system, and coexistence is only
considered between two phases, like between a gas and liquid phase, and so the
vast majority of work has been done on this simpler topic.

I will very briefly review three “basic” methods for computationally efficient
determination of phase equilibria and measurements of chemical potential which
address the problem in significantly different ways. Other, ensemble-specific or
problem-specific versions have been built on top of these methods many times.

4.1 Widom Insertion
The Widom insertion method essentially involves performing MC or MD sim-
ulations and introduction of a test particle/molecule to different regions of the
simulated system at many different frames of simulation sampled at equilibrium,
determining µex directly by evaluating −kBT ln

〈
e−Ψβ

〉
. In principle, this is the best

way to determine µex. µex can be determined in terms of changes in number of
different chemical species in the system too, say, finding µex

α for species α at some
system composition, and also provides for the determination of other partial molar
quantities, like partial molar enthalpy (hα).
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However, Widom Insertion is of extremely limited practicality. For a dense
system, like a fluid or a solid, it takes an incredibly long time to find points in
the fluid where particle insertions have favorable interaction energies, and yet
these regions contribute the overwhelming majority of energy to the system, so
they must be found to sample

〈
e−Ψβ

〉
. Many people have tried to get around this

using crafty sampling methods, but it would be preferable to avoid using particle
insertions when determining phase coexistence if possible. We do not need to
obtain absolute values of partial molar thermodynamic variables for individual
chemical species to determine phase diagrams and charachterize phase transitions.

For a phase separating binary mixture, it would be possible to use swaps of
chemical species (say, A and B) in the system to quickly determine the chemical
potential difference between species, ∆µex, at a composition by evaluating

∆µex = −kBT ln
〈

NB

NA+1
e−β∆U+A−B

〉
, (8)

resulting from sufficiently sampling the energy difference of many swaps of a
particle B in to a particle A at equilibrium (see Ref. [26] for derivation). This
method can be used to determine phase diagrams for binary mixtures, where two
phases are pure, but not for cases where phases are composed of many different
chemical species, like in lipid raft formation.

4.2 Semigrand ensemble
The Semigrand ensemble method, pioneered by David A. Kofke,[27] involves (1)
permitting the chemical identity of molecules in the system to interchange and (2)
considering the chemical potential of a number of species of interest (q) in the
system as relative to the chemical potential of one reference species in the system,
here conveniently referred to as µ1.

Semigrand ensemble is written using fugacities ( f ) rather than chemical po-
tentials, related by

ln fα = βµα − βµ
o
α(T ) (9)

where βµo
α(T ) is the reference state (P = 1 atm) ideal gas chemical potential. Sem-

igrand ensemble also uses fugacity fractions
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ξα =
fα∑q
α fα

, (10)

making differences in fugacities bounded from 0 to 1. The canonical semigrand
ensemble is written as

d(βY) = Uµdβ − βPdV + βµ1dN −
q∑
α=2

[
Nα

ξα
+

N − Nα

ξα

]
dξα (11)

where Uµ contains the temperature dependence of reference-state chemical poten-
tials for chemical species other than α = 1,

Uµ = U +

q∑
α=2

Nα

d
dβ

[
β(µo

α − µ
o
1)
]
. (12)

The partition function of the canonical semigrand ensemble can be written as

Y =

q∑ zN
1

N!

z∏
α=1

(
zα
z1

)Nα

exp
[
β (µα − µ1) Nα

]
QN N! (13)

where QN N! is the un-normalized configurational partition function (see Eq. 3)
and zα describes just the kinetic contribution to the molecular partition function
of species α. You can see that the phase space is truly of a “grand” size... there’s
nothing “semi-” about how large it is.

In semigrand ensemble simulations, movements in composition space are ran-
domly proposed by evaluating a Metropolis exchange criterion

min
(
1,

fi

f j
exp

(
−β

[
Ui − U j

]))
, (14)

preserving detailed balance.
This all sounds nice, having an ensemble in which relative fugacities of all

species are used to equilibrate in composition space... there is still a momentous
hindrance to the use of semigrand ensemble, however. For semigrand ensemble
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simulations to work, f1( f2... fq) must somehow be known. f1( f2... fq) must found
using Widom insertions some way or another. Kofke, realising how expensive
this is, proposed using Widom insertions along pathways of interest in composi-
tion space to parameterize semigrand ensemble simulations to search for phase
boundaries.

Using payhways for semigrand ensemble is interesting, and the Kindt group
did something like this between 2006 and 2011 which maintained the chemical
potential difference of two kinds of lipids at some unknown constant.[20, 21, 22]

4.3 Gibbs ensemble
The aforementioned methods consider the chemical potential of individual chem-
ical species (µα), however, to evaluate phase coexistence at equilibrium, we just
need to know the relative difference of the chemical potentials of phases in the
system. Phases could have many different molecular compositions, as is the case
with Ld and Lo phases in lipid membranes, and we certainly would like to avoid
determining µα at every single point in the phase diagram, and even precise deter-
mination of µ1 at every point on the phase diagram to perform semigrand ensemble
simulation seems frighteningly expensive to obtain.

The Gibbs ensemble method, proposed by Athanassios Z. Panagiotopoulos in
1987,[28] accomplishes the evaluation of the ∆µ between two phases in an almost
embarrassingly simplistic way. In the canonical Gibbs ensemble, the system is
split in to two separate boxes (i=1 and i=2), composed of N = N1 + N2 molecules
and V = V1 + V2. Particles and an amount of volume are proposed to be exchanged
between these two boxes, described by the partition function

QG(N,V,T ) =
1
V

N∑
N1=0

∫
dV1Q(N1,V1,T )Q(N − N1,V − V1,T ). (15)

As can be seen in the partition function, the Gibbs ensemble allows for one
box to become completely emptied of molecules while the other is completely
filled i.e. the case where there is truly no phase coexistence. In the original Gibbs
ensemble presentation, considering a single molecular species, the simulation ran-
domly attempts to (1) make a particle displacement MC move of a random particle
in a box, (2) make a volume exchange move between boxes, and (3) make a par-
ticle exchange move between boxes, all three of these moves preserving detailed
balance.
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MC particle displacement of a random particle within a randomly chosen box
is accepted by

min(1, exp
(
−β

[
Unew

N1
− Uold

N1

])
(16)

identical to that of MC displacements in conventional canonical ensemble simula-
tions. The volume exchange of a discrete volume ∆V , proposing Vnew

1 = Vold
1 +∆V

is accepted by

min
(
1,

(Vnew
1 )N1(V − Vnew

1 )N−N1

(Vold
1 )N1(V − Vold

1 )N−N1
exp

(
−β

[
Unew

N − Uold
N

]))
. (17)

The particle exchange from box 1 to box 2, placing the exchange particle to a
randomly chosen new location in the target box, is accepted by

min
(
1,

N1(V − V1)
(N − N1 + 1)V1

exp
(
−β

(
Unew

N − Uold
N

)))
, (18)

and labels “1” and “2” on this equation would be switched for the reverse ex-
change attempt. As recent as October of 2017, work has been done using MC
Gibbs ensemble to examine liquid-vapour phase equilibria in a six-component
mixture.[29]

Works following Panagiotopoulos’s original paper with MC Gibbs ensemble
have tried to make improvements, but I will not discuss those. In the next sec-
tion I will discuss a MD Gibbs ensemble method with appears to be suited to
determining liquid-liquid phase coexistence in a dense liquid.

5 Gibbs Ensemble Molecular Dynamics (GEMD)
A MD version of the Gibbs ensemble method was proposed in 1994 by Palmer
and Lo in which molecules in a system are coupled to a continuous parameter
that scales intermolecular interactions such that, within a single simulation box,
the system is effectively allowed to separate in to two separate phases.[30] This
approach has most recently been “updated” (to my knowledge) in 2016 by Gartner
etl. al.,[31] and GEMD will be discussed using their notation.
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In GEMD, a fourth degree of freedom, ξ, is introduced, bounded between 0
and 1, which governs whether a particle exists in one of two phases (ξ=0 or ξ=1)
(Fig. 3). This pairwise potential energy is written as

Ui j = Ui j(ri j,1)ξiξ j + Ui j(ri j,2)(1 − ξi)(1 − ξ j) (19)

where ri j,1 are the distances between particles i and j in phase 1, and ri j,1 are the
distances between the same particles i and j in phase 2.

Figure 3: Visual demonstration of GEMD for LJ particles as presented in Gartner
e. al. 2016.[31]

The total potential energy of the system is written as

U =
∑
i< j

Ui j(ri j,1)ξiξ j +
∑
i< j

Ui j(ri j,2)(1 − ξi)(1 − ξ j) +
∑

i

g(ξi) (20)

where g(ξ) is a potential added to the energy landscape to make values of ξ far
from 0 or 1 unfavourable, is written as

w[tanh(uξi) + tanh(u(1 − ξi)) − 1] (21)

where “steepness” (u) and “height” (w) are constants chosen for the simulation.
The force for ξ on particle i, ξi, is

ṗξi = mξξ̈i = −
dU
dξi

= −

∑
j,i

Ui j(ri j,1)ξ j −
∑
j,i

Ui j(ri j,2)(1 − ξ j) +
dg(ξi)

dξi

 (22)
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where mξ,i is the non-physical of mass ξi. The bound on ξ values is enforced by
making reflective walls at ξ = 0 and ξ = 1.

As particles join to phase 1 or phase 2, the equality of pressure between phases
is maintained by running a barostat for phase 1, set to the instantaneous pressure
of phase 2. Likewise, changes to the volume of phase 1 are mirrored in phase 2.

The pressure of each phase is computed by evaluating the virials for each
phase as

P∗1 =

∑
i ξikBT
V1

+

∑
i~ri,1 · ~fi,1

3V1
(23)

P∗2 =

∑
i(1 − ξi)kBT

V2
+

∑
i~ri,2 · ~fi,2

3V2
. (24)

where P∗2is the reference pressure for the barostat acting on phase 1.
The phase volumes are used to scale interatomic distances by effectively chang-

ing the location of a particle in phase 1 and a particle in phase 2 by

~ri,2 =

(
V2

V1

)1/3

~ri,1. (25)

Additionally, the velocities of particle in each phase are related by

~vi,2 =

(
V2

V1

)1/3

~vi,1 (26)

such that the temperature is given as

T ∗ =
1

3NkB

∑
i

[
miv2

i,1ξi + miv2
i,2(1 − ξi)

]
. (27)

Additionally, Gartner et. al. found it important to add a velocity-rescaling ther-
mostat to the temperature experienced in ξ-space, analogous to real-space temper-
ature,
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Tξ =
1

kBN

∑
i

miξ̇
2
i , (28)

which can be selected to influence the dynamic equilibrium between between the
two phases.

Tξ rescales ξ̇ by

ξ̇new =

√
T target
ξ

Tξ

ξ̇. (29)

This thermostat seems to make a significant impact on ξ, as evidenced in Fig.
4.

Figure 4: Evolution of a sample ξi (a) with and (c) without a ξ thermostat, with
corresponding representative system configurations (b) and (d), as presented in
Gartner et. al. 2016.[31]

It should be possible to check the chemical potential difference between the
two phases by measuring the potential energy difference that happens when the
ξ value of a particle is swapped, as in Eq. 8, though Gartner et. al. validated
this method by doing Widom insertions, which is certainly tractable given the
single-component LJ system used in their work.

14



References
[1] J S Rowlinson and F L Swinton. Liquids and Liquid Mixtures. Butterworth

& Co Ltd, 3rd edition, 1982.

[2] Daan Frenkel and Berend Smit. Understanding Molecular Simulation. Aca-
demic Press, San Diego, 1st edition, 1996.

[3] Sarah L. Veatch and Sarah L. Keller. Separation of Liquid Phases in Giant
Vesicles of Ternary Mixtures of Phospholipids and Cholesterol. Biophysical
Journal, 85(5):3074–3083, 2003.

[4] Sarah L. Veatch and Sarah L. Keller. Seeing spots: Complex phase behav-
ior in simple membranes. Biochimica et Biophysica Acta - Molecular Cell
Research, 1746(3):172–185, 2005.

[5] Sarah L. Veatch and Sarah L. Keller. Miscibility phase diagrams of giant
vesicles containing sphingomyelin. Physical Review Letters, 94(14):3–6,
2005.

[6] Sarah L Veatch, Klaus Gawrisch, and Sarah L. Keller. Closed-Loop Mis-
cibility Gap and Quantitative Tie-Lines in Ternary Membranes Containing
Diphytanoyl PC. Biophysical Journal, 90(12):4428–4436, jun 2006.

[7] Frederick A. Heberle, Jeffrey T. Buboltz, David Stringer, and Gerald W.
Feigenson. Fluorescence methods to detect phase boundaries in lipid bi-
layer mixtures. Biochimica et Biophysica Acta - Molecular Cell Research,
1746(3):186–192, 2005.

[8] Arun Radhakrishnan. Phase Separations in Binary and Ternary Cholesterol-
Phospholipid Mixtures. Biophysical Journal, 98(9):L41–L43, may 2010.

[9] Jiang Zhao, Jing Wu, Frederick A. Heberle, Thalia T. Mills, Paul Klawit-
ter, Grace Huang, Greg Costanza, and Gerald W. Feigenson. Phase studies
of model biomembranes: Complex behavior of DSPC/DOPC/Cholesterol.
Biochimica et Biophysica Acta - Biomembranes, 1768(11):2764–2776,
2007.
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